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 This study explores interconnections between university teachers’ self-efficacy 

beliefs, intrinsic motivation, behavioural commitment, and teachers’ views on the 

ethics of AI and the possibilities of using AI in teaching. Furthermore, the aim is 

to investigate how teachers’ teaching experience and their participation in AI 

training relate to these aspects. The data consist of teachers’ (n=92) survey 

responses and open-ended answers. Data analyses included both quantitative and 

qualitative methods. The quantitative data were analysed with correlations, t-test, 

and ANOVA, while content analysis was used to analyse the qualitative data. The 

results indicated that teachers emphasized the importance of ethical perspectives 

on AI. A positive connection was found between university teachers’ self-efficacy 

for using AI in teaching, intrinsic motivation, and behavioural commitment. 

Teachers with AI training reported higher self-efficacy for using AI in teaching, 

and they had significantly higher levels of intrinsic motivation and behavioural 

commitment than teachers without AI training. Moreover, they highlighted more 

possibilities for using AI in planning their teaching and supporting student 

learning than teachers without AI training. This study enhances understanding of 

how university teachers’ self-efficacy, intrinsic motivation, and behavioural 

commitment to using AI in teaching are interrelated, highlighting the potential 

moderating role of AI training participation.   
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Introduction  

 

Although the rapid development of artificial intelligence (henceforth AI) challenges the way we teach, research 

on this topic is still scarce. Previous research states that teachers’ beliefs about technology have a significant 

impact on their use of digital technologies (Bice & Tang, 2022; Ertmer & Ottenbreit-Leftwich, 2010). This also 

applies to AI (Mah & Groß, 2024). AI has increasingly been adopted in educational practices (Crompton & Burke, 

2023; Hasanein & Sobaih, 2023; Rasul et al., 2023), highlighting the need to address the benefits, risks, and ethical 

challenges. Yet, university teachers’ views on these matters have not been extensively studied (Oran, 2023).   

 

Recent research has shown that generative AI can be seen as a useful tool in education, and it may enhance 

teachers’ professional development (Kaplan-Rakowski et al., 2023). It can also free teachers up from routine tasks 

to more essential teaching-related activities (Ghimire et al., 2024). However, using AI in teaching is not without 
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challenges. The potential challenges, such as technical complexity and inadequate training, may slow down AI’s 

broader implementation (Mehdaoui, 2024). This lack of university teachers’ technological knowledge was also 

noted in a systematic review related to AI in higher education by Bond et al. (2024). The lack of technological 

and pedagogical knowledge together with ethical concerns may also challenge teachers’ self-efficacy for using 

AI in teaching (cf. Mah & Groß, 2024; Oran, 2023). Furthermore, self-efficacy plays a mediating role in human 

behaviour, as it is related to the chosen pedagogical practices and commitment (Cao et al., 2018; Postareff et al., 

2023; Zee & Koomen, 2016). Research has shown that teachers with strong self-efficacy beliefs implement new 

pedagogical methods in their teaching more likely than their peers with low self-efficacy beliefs (Zee & Koomen, 

2016). Furthermore, teachers’ self-efficacy beliefs have been found to be linked to teacher training and teaching 

experiences (Bruna et al., 2023; Gale et al., 2021). Teachers’ actions are also influenced by intrinsic motivation, 

which may impact one’s behavioural commitment (Kell & Motowidlo, 2012; Uysal, 2023).  

 

This mixed methods study explores how university teachers’ self-efficacy beliefs, intrinsic motivation, and 

behavioural commitment to using AI in teaching are related to each other and to teachers’ views on AI ethics. 

Additionally, the aim is to investigate how teaching experience and participation in AI training relate to these 

aspects. As the use of AI is becoming increasingly prevalent in everyday university teaching, our goal is to also 

explore teachers' views on the possibilities of using AI in teaching. 

 

AI in Teaching 

 

There is no definitive consensus on the definition of AI, but there is general agreement that it involves simulating 

or modelling human-like intelligence and cognition in machines (Popenici & Kerr, 2017; Wartman & Combs, 

2018). According to the regulations of the European Commission (2024), the use of AI and the AI systems 

deployed within the EU must promote human-centered AI. Additionally, education should ensure the use of safe, 

reliable, and ethical AI in teaching, learning, and research (European Commission, 2024). The use of AI in 

teaching and learning often involves generative models, such as the Generative Pre-trained Transformer (GPT), 

which aims to replicate human language processing capabilities (Cascella et al., 2023). A similar definition is 

echoed in the Finnish Universities guidance of the use on AI in teaching, learning and research (see University of 

Eastern Finland, 2024). The use of AI is generally permitted in Finnish universities as part of teaching, learning, 

and even research (see e.g., University of Eastern Finland, 2024; University of Helsinki, 2024).  

 

The digitalization of societal phenomena has a significant impact on pedagogy, literacy skills, and societal aspects 

(Maunula & Lähdesmäki, 2022), which is increasingly evident through the rapid development of AI. Regarding 

the integration of AI in teaching in higher education, there is considerable potential for the transformation of 

conventional pedagogical methodologies (Nagaraj et al., 2024), but there is still much uncertainty about the best 

pedagogical practices and the most suitable AI technologies (Lee et al., 2024). A systematic review by Bond et 

al. (2024) reveals that AI is used in higher education particularly for automated assessment, student profiling, 

guidance, and student selection. Furthermore, many teachers acknowledge AI’s potential in teaching in higher 

education to save time, assist in designing enriching activities, and personalise learning experiences (Alwaqdani, 

2024). Chiu and colleagues' (2023) systematic literature review demonstrates that AI can be used in teaching by 
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providing adaptive teaching strategies, enhancing teachers' ability to teach, and supporting teachers’ professional 

development.  

 

Mah and Groß (2024) further posit that teachers particularly recognise the potential of AI, especially in the 

preparation of teaching. This highlights the importance of teachers’ AI literacy skills, which enable them to 

critically evaluate and use AI safely and ethically in teaching (see Rasul et al., 2023). Using effective technology 

and innovative teaching strategies can also enhance student engagement (Desir et al., 2025), which should be 

considered as an important aspect of pedagogical practices.  However, concerns have been raised regarding the 

workload required for training related to AI, the reduction of creativity and critical thinking due to AI usage, 

unintended consequences, and trust in AI's error-free performance (Alwaqdani, 2024), as well as the equitable 

access to AI tools (Nagaraj et al., 2024). 

 

Pedagogical training is important to increase teachers’ pedagogical and technological knowledge about AI in 

education (Nazaretsky et al., 2022). Teachers need pedagogical and ethical knowledge and skills to integrate AI 

into teaching and effectively utilise it in teaching (Celik, 2023; Cavalcanti et al., 2021; Nagaraj et al., 2023). This 

includes the importance of the teacher’s role in overseeing AI use, ensuring transparency, traceability, and 

explainability of AI systems, and clearly communicating these aspects (Holmes et al., 2021; Nagaraj et al., 2024).   

 

Self-efficacy for Using AI in Teaching   

 

Self-efficacy refers to people’s perceptions about their abilities to perform a particular task (Bandura, 1986, 1991). 

As such, it influences an individual's choices, goal setting, investment in tasks, and ability to persevere through 

difficulties (Bandura, 1991; Bruna et al., 2023). Correspondingly, self-efficacy for teaching is defined as teachers’ 

belief of their ability to handle tasks, challenges, and obligations related to teaching and their professional role 

(Cao et al., 2018; Postareff et al., 2023; Zee & Koomen, 2016). Following the self-efficacy theory by Bandura 

(1991), it can be stated that teachers with strong self-efficacy tend to set higher goals for themselves and remain 

committed to achieving those goals. Self-efficacy has a crucial role in shaping commitment that individuals place 

on different tasks (Klaeijsen et al., 2017; Zee & Koomen, 2016). Those with strong self-efficacy are more likely 

to show greater interest and satisfaction in tasks where they feel competent and successful (Zee & Koomen, 2016). 

In fact, it has been suggested that perceived self-efficacy can predict intrinsic motivation better than actual ability 

(Bandura, 1986; Walker et al., 2006). In line with this, teachers’ self-efficacy has been shown to be connected to 

their intrinsic motivation (Klaeijsen et al., 2017).  

 

Recent research on university teachers has shown that university teachers’ self-efficacy and their pedagogical 

practices are linked to each other (Cao et al., 2018; Postareff et al., 2023; Zee & Koomen, 2016). Furthermore, 

based on the previous research, it can be assumed that teaching experiences and self-efficacy are intertwined, and 

their links are multi-directional (Gale et al., 2021; Zee & Koomen, 2016). On the one hand, self-efficacy has been 

identified as a powerful conception connected to positive experiences of teaching (Gale et al., 2021). On the other 

hand, teachers’ experiences in teaching shape their self-efficacy for teaching, especially at the early stage of their 

career (Zee & Koomen, 2016). For example, it has been found that early career university teachers are more likely 
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to report negative enactive experiences as decreasing their self-efficacy beliefs for teaching than teachers at the 

later stage of their career (Gale et al. 2021). Additionally, prior research has also shown that teacher training has 

a positive impact on university teachers’ self-efficacy beliefs (Bruna et al., 2023; Postareff et al., 2007, 2008).  

 

In this study, we focus on university teacher views on using AI in teaching. Self-efficacy for using AI in teaching 

reflects teachers' beliefs in their ability to effectively manage teaching tasks that involve AI. It also includes 

confidence in handling challenging teaching situations requiring AI, possessing the necessary pedagogical skills 

to use AI, and selecting appropriate AI applications for teaching (cf. Ng et al., 2023; Lindblom-Ylänne et al., 

2006). Research on this is still scarce, but a recent study indicates that university teachers’ self-efficacy for AI has 

a positive impact on the use of AI (Mah & Groß, 2024; see Oran, 2023). Since university teachers' self-efficacy 

has been shown to be an important element in influencing teaching (Cao et al., 2018; Postareff et al., 2023) and 

the use of the new pedagogical methods (Zee & Koomen, 2016), teacher self-efficacy is an important aspect to 

investigate in relation to university teachers’ experiences in AI training, teaching experience, intrinsic motivation, 

and behavioural commitment to use AI and perspectives on AI ethics.  

 

Intrinsic Motivation and Behavioural Commitment  

 

The self-determination theory (SDT) is a framework for understanding elements that influence and facilitate an 

individual’s intrinsic motivation, extrinsic motivation, and well-being (Ryan & Deci, 2020). It highlights the role 

of three basic psychological needs, namely autonomy (i.e., feeling of being in control of one's actions and 

decisions), competence (i.e., the feeling of being effective and capable of achieving desired outcomes) and 

relatedness (i.e., the feeling of being connected to others and experiencing a sense of belonging; Deci & Ryan, 

2000). When these needs are satisfied, individuals experience higher levels of intrinsic motivation, leading to 

enhanced performance and persistence (Ryan & Deci, 2020; Uysal, 2023). Intrinsic motivation refers to engaging 

in an activity for its inherent satisfaction and interest, rather than for some separable consequence (Deci & Ryan, 

2000). It can be distinguished from extrinsic motivation, which is closely associated with rewards and sanctions 

(Ryan & Deci, 2020). Intrinsic motivation is characterised by engaging in activities out of genuine interest and 

personal challenge, and it leads to enhanced performance and persistence (Ryan & Deci, 2020; Uysal, 2023). It 

has been found that this form of motivation is associated with stronger self-efficacy (Biggs & Tang, 2015; 

Klaeijsen et al., 2017; Oran, 2023).  

 

Intrinsically motivated teachers tend to exhibit stronger behavioural commitment and persistence (Klaeijsen et al., 

2017; Ryan & Deci, 2020; Uysal, 2023). Behavioural commitment refers to the level of dedication and 

involvement towards a specific behaviour or goal (Kell & Motowidlo, 2012; Ng et al., 2023). Although the present 

study primarily focuses on intrinsic motivation, external factors are very likely to play an important role in the 

background. Prior research has shown that intrinsic and extrinsic motivation are intertwined (Ryan & Deci, 2020). 

According to Mehdaoui’s (2024) research, the external barriers identified by university teachers, such as technical 

complexity, inadequate training, limited resources, and large class sizes, negatively impacted the adoption of AI 

in teaching. It can be suggested that teachers' use of AI in education is influenced by both external and internal 

motivational factors (cf. Uysal, 2023) and these factors can also affect their behavioural commitment. 
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AI Ethics in Teaching  

 

Ethical guidelines emphasise the importance of promoting diversity, non-discrimination, fairness, and social and 

ecological well-being when utilising AI in education (European Commission, 2019). AI ethics involves data 

ethics, algorithms, and computational approaches, while in education, it also includes teachers' expertise to 

recognise biases and power dynamics within pedagogical and assessment practices (Holmes et al., 2022). In 

accordance with these conceptualisations, the focus is directed towards the following aspects of AI ethics: safety, 

reliability, transparency and social good (Ng et al., 2023). Safety emphasises that AI systems should perform 

safely, respect privacy, and meet ethical and legal standards. Reliability refers to the need for AI systems to operate 

consistently and dependably, ensuring accountability. Transparency focuses on making AI systems 

understandable and clear, with users being informed about their purpose, functionality, and limitations. Social 

good highlights the importance of minimizing data bias, benefiting everyone, and striving to achieve common 

good (see Ng et al., 2023).  

 

Thus, understanding AI ethics is fundamental for the ethical design of AI use in teaching (Holmes et al., 2021). 

Prior studies highlight concerns about the lack of ethical consideration in AI application usage in higher education, 

as well as the importance of integrating AI use into curriculum design from the outset (Bond et al., 2024; Ogunleye 

et al., 2024). The responsibility for ethical and secure use of AI, as well as for knowing and following ethical 

guidelines, largely falls on the student and the university teacher (see e.g., University of Eastern Finland, 2024; 

University of Helsinki, 2024).  Therefore, it is crucial for university teachers to adopt a proactive and ethical 

approach to the use of AI in teaching (Cotton et al., 2023).   

 

Aims  

 

The study explores the relationships between teachers' self-efficacy beliefs, intrinsic motivation, and behavioural 

commitment to using AI in teaching as well as university teacher perspectives on AI ethics. It also examines how 

teaching experience and participation in AI training are connected to these aspects and teachers' views on the 

possibilities of using AI in teaching. Our specific research questions are    

1. What are the interrelations between university teachers’ self-efficacy for using AI in teaching, intrinsic 

motivation, behavioural commitment, and teachers’ perspectives on AI ethics?    

2. How do university teachers' teaching experience and participation in AI training relate to their self-

efficacy for using AI in teaching, intrinsic motivation, behavioural commitment and perspectives on AI 

ethics?  

3. What kind of possibilities for using AI in teaching do university teachers with or without AI training 

report? 

 

Method 

Context and Participants  

 

This mixed methods research was conducted at a multidisciplinary, research-intensive Finnish university. 
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Altogether 92 university teachers from the university participated in this study. There were 60 female (65%) and 

30 (33%) male participants. Furthermore, one participant did not wish to disclose this information, and one 

answered with the option ‘other’. The participants had diverse fields as their branch of science including all the 

four faculties and independent institutes of the university under study. 88 (96%) of the participants had 

participated in pedagogical training. The participants had varying years of teaching experience. 36 percent of 

teachers had zero to seven years teaching experience, 22 percent had eight to fifteen years, and 42 percent reported 

having more than fifteen years of teaching experience.   

 

The data were collected in the year 2024 with an online questionnaire. Teachers were invited to participate through 

the university’s internal communications. Participation was on a voluntary basis and strictly confidential. The 

study followed the EU General Data Protection Regulation Act (1050/2018) and ethical guidelines of research 

with human participants by Finnish National Board on Research Integrity (2019).  

 

Measures  

 

The data included survey responses and open-ended answers. Teachers’ self-efficacy for using AI in teaching 

(four items) was measured by using the modified Self-efficacy beliefs in teaching scale (Lindblom-Ylänne et al., 

2006). Additionally, the AI self-efficacy scale from Artificial Intelligence Literacy Questionnaire (Ng et al., 2023) 

was used to re-write the items in this scale. The original version of Self-efficacy beliefs in teaching scale has been 

tested and reported in several prior studies (Cao et al., 2018; Postareff et al., 2023). Furthermore, teachers’ intrinsic 

motivation for using AI (four items), behavioural commitment (three items) and perspectives on AI ethics (12 

items) were measured by using modified Artificial Intelligence Literacy Questionnaire (AILQ; Ng et al., 2023).  

 

For the purposes of this study, the survey was rewritten and contextualised into the university context. A 5-point 

Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree) was used to measure all the items. 

Participation in AI training was measured with a question whether teacher has attended AI training or education 

(1 = yes, 2= no). The teachers’ teaching experience was measured as follows: seven years or less, between eight 

and 15 years, and more than 15 years. The AI use in teaching was measured with a question “Do you use AI in 

your teaching? (1 = yes, 2= no). The survey included an open-ended question where teachers were asked to 

describe what kind of possibilities they see in using AI in teaching and to give concrete examples of their use of 

AI in teaching.  

 

Analyses  

 

This study combined quantitative and qualitative analyses. First, we used exploratory factor analysis (EFA) to 

explore the factor structure of the scales and to evaluate how the contextualised survey items worked in the new 

context. Five set of items (i.e., four items measuring self-efficacy for using AI in teaching, four items measuring 

intrinsic motivation, three items measuring behavioural commitment, and twelve items measuring AI ethics) were 

separately subjected to an explorative factor analysis. Maximum Likelihood was used for extraction and Direct 

Oblimin for rotation (Costello & Osborne, 2005). The examination of Kaiser-Mayer Olkin test suggested that the 
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data can be considered acceptable to conduct factor analysis: self-efficacy for using AI in teaching (KMO=.785), 

intrinsic motivation (KMO=.753), behavioural commitment (KMO=.721), and AI ethics (KMO=.780).  

 

A one-factor solution was identified for self-efficacy for using AI in teaching, intrinsic motivation, and 

behavioural commitment. These findings are in line with previous research (see Lindblom-Ylänne et al., 2006; 

Ng et al., 2023). For AI ethics, EFA showed a two-factor solution. Both one-factor and two-factor structures have 

been reported in the prior study by Ng et al. (2023). One item (Misuse of AI could result in substantial risk to 

humans) had low communality (i.e., below the desired .40; Costello & Osborne, 2005). Additionally, one item 

(AI systems need to be subjected to rigorous testing to ensure they work as expected) cross loaded on both factors 

with low loadings. Therefore, we decided to remove these two items from subsequent analysis. The resulting two-

factor solution was theoretically sound. We decided to name the AI ethics factors as Safety and reliability (five 

items) and Transparency and social good (five items). The Cronbach’s alphas for all scales were good, above .80 

(Nunnally & Bernstein, 1994, pp. 264-266). Appendix A describes the final solutions, items, and Cronbach’s 

alphas.  

 

In the second phase of analysis, we analysed the relationship between self-efficacy for using AI in teaching, 

intrinsic motivation, behavioural commitment, and perspectives in AI ethics with correlation (Pearson). 

Furthermore, an independent t-test was used to investigate if there were differences between teachers who had 

participated in AI training (n= 61) and those who had not (n= 30). Analyses of variance (ANOVA) were used to 

explore the relationship between teaching experience, self-efficacy for using AI in teaching, intrinsic motivation, 

behavioural commitment, and perspectives in AI ethics. The effect sizes were calculated using Cohen’s d (Cohen, 

1977). SPSS Statistics version 29 was used for the quantitative analyses.  

 

Thereafter, teachers’ open-ended answers were analysed using qualitative content analysis with an inductive 

approach (Elo et al., 2014). The analysis focused on the teachers’ views on the possibilities for using AI in 

teaching. First, teachers’ expressions related to using AI in teaching were systematically identified and coded for 

further analysis. Next, the coded aspects in each open-ended answer were grouped under the categories. A total 

of three main categories were found. For more detailed descriptions of the categories, see the Results section. In 

the final phase, we explored the similarities and differences in the identified categories between teachers with and 

without AI training.   

 

Results 

The Relationship Between Self-Efficacy for Using AI in Teaching, Intrinsic Motivation, Behavioural 

Commitment, and AI Ethics 

 

First, we focus on the descriptive results. Most of the respondents (66%, n= 61) had participated in AI training. 

The descriptive results revealed that the mean scores on self-efficacy for using AI in teaching (M=3.12; SD 1.09) 

and intrinsic motivation (M=3.17; SD 1.02) were above the average rate but the lowest compared to other 

measures. For behavioural commitment, the results showed that the mean score was quite high (M=3.54; 

SD=.978). Regarding AI ethics, teachers scored high on safety and reliability (M=4.84; SD=.351) as well as 
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transparency and social good (M=4.53; SD=.555). The standard deviation was the lowest for safety and reliability 

as well as transparency and social good compared to other measures.   

 

In the first research question, we analysed the interrelations between self-efficacy for using AI in teaching, 

intrinsic motivation, behavioural commitment, and AI ethics. Pearson’s correlation showed that self-efficacy for 

using AI in teaching, intrinsic motivation, and behavioural commitment correlated positively to each other at 

significant levels. Safety and reliability had a positive correlation with transparency and social good. Table 1 

displays the Pearsons’ correlations.  

 

Table 1. Pearson’s Correlations of the Measures 

  1. 2. 3. 4. 5. 

1. Self-efficacy for using AI in teaching   - 
    

2. Intrinsic motivation  .550** - 
   

3. Behavioural commitment  .764** .798** - 
  

4. Transparency and social good  .088 .067 .085 - 
 

5. Safety and reliability  -.095 -.150 -.052 .511** - 

**. Correlation is significant at the 0.01 level (2-tailed).  

  

AI Training and Teaching Experiences  

 

In the second research question, we explored how participation in AI training and teaching experience were related 

to self-efficacy for using AI in teaching, intrinsic motivation, behavioural commitment, and AI ethics. The results 

showed that teachers who had participated in AI training reported statistically significant higher scores on self-

efficacy for using AI in teaching, intrinsic motivation, and behavioural commitment (see Table 2). No significant 

differences in AI ethics (i.e., transparency and social good; safety and reliability) were found between teachers 

with and without AI training in terms of these mean scores. Effect sizes were large (>.8; Cohen, 1977). The 

findings also indicated that teaching experience was not statistically significantly related to self-efficacy for using 

AI in teaching, intrinsic motivation, behavioural commitment, and AI ethics (see Table 3).   

 

Table 2. Participation in AI Training and Related Factors 

AI training  Teachers with AI 

training 

(n=61)  

M (SD) 

Teachers without 

AI training 

(n=31)  

M (SD) t p 

Self-efficacy for using AI in teaching   3.33 (1.06) 2.72 (1.05) 2.64 .010* 

Intrinsic motivation   3.36 (.98) 2.78 (.99) 2.65 .009* 

Behavioural commitment   3.77 (.90) 3.08 (.98) 3.40 .000** 

Transparency and social good   4.61 (.50) 4.37 (.63) 1.84 .072 

Safety and reliability   4.86 (.24) 4.78 (.50) .839 .407 

**p. <0.001, * p <0.05     
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Table 3. Teaching Experience and AI-Related Factors 

Teaching experience  

0-7 years  

(n=33)  

M (SD)  

8-15 years 

(n=20)  

M (SD)  

More than 

15 years 

(n=39)  

M (SD)  

F  p  

Self-efficacy for using  

AI in teaching  
3.02 (1.05)  3.64 (1.04)  2.94 (1.09)  3.05  .052  

Intrinsic motivation  3.04 (.97)  3.39 (.82)  3.16 (1.56)  .727  .486  

Behavioural commitment  3.43 (.82)  4.00 (.82)  3.38 (1.12)  3.02  .054  

Transparency and  

social good  

4.55 (.49)  4.39 (.63)  4.57 (.57)  .781  .461  

Safety and reliability  4.79 (.46)  4.84 (.25)  4.83 (.35)  .497  .610  

  

Possibilities for Using AI in Teaching  

 

We identified three main categories relating to possibilities for using AI in teaching: 

• The first category was labelled as Teachers’ work enhancement and teaching planning, which refers to 

AI supporting teachers by enhancing their work in planning of teaching and content ideation, as well as 

providing tools that reduce workload and diversify pedagogical design.  

• The second category Enhancing student learning indicates how AI can be utilised to support student 

learning with engaging tasks, developing generic skills, and promoting equal learning opportunities for 

all students.  

• The third category descriptions emphasised Unrealised possibilities and no possibilities. This suggested 

that teachers either did not see any benefits in using AI or lacked sufficient knowledge of how to utilise 

it effectively, recognising nevertheless that AI may offer many possibilities both now and in the future.  

 

The first category included three sub-categories: support for lesson planning and ideation, preparation of 

assignments and materials, information retrieval and processing, and enhancing work efficiency. The second 

category Enhancing student learning included three sub-categories, namely promoting student learning, fostering 

generic skills, and promoting equality. All extracts were labelled with a teacher code (1-92) and participation in 

AI training (Y= teacher with AI training; N= teacher without training).  

 

The analysis revealed differences between teachers with and without AI training, as well as whether the responses 

were brief mentions (description) or included additional explanations (detailed description). Table 4 distinguishes 

between description and detailed description among teachers with and without training. This distinction provides 

a better understanding of the qualitative variation within the data. For example, a description is presented in the 

quote: “With the help of AI, I can generate ideas for my teaching tasks” (Y74), while a detailed description with 

explanation is illustrated in the quote: “Additionally, AI is helpful in creating summaries and abstracts, for 

example, Copilot generates notes from Teams lessons” (Y59).  
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Teachers’ work enhancement and teaching planning were the most frequently mentioned category in both groups 

of teachers. In terms of support for lesson planning and ideation, the benefits of AI were described as diversifying 

ideation and supporting better lesson planning: "Generation of ideas, teaching processes, and assessment of 

learning" (N39). AI was found to assist in designing both existing and new courses, as well as in structuring 

lessons and themes, with respondents noting that AI "…diversifies ideation and planning phases, acting as a kind 

of critical colleague" (Y30).  

 

In preparation of assignments and materials, AI was viewed as a tool that could even foster creativity, serving as 

a resource for questions and assisting in the formulation of teacher-designed assignments and instructional 

materials: "I also see the potential of AI in creating assignments where students are required to challenge 

themselves with the help of AI" (Y65). Additional possibilities included summarizing content, providing 

feedback, improving assessments, and formulating exam questions.   

 

Table 4. Possibilities for using AI and AI Training Participation 

Categories  Sub-categories  
Teachers  

with AI training (f)  

Teachers  

without AI training (f)  

Teachers’ work 

enhancement 

and teaching 

planning  

Support for lesson 

planning and 

ideation  

description (10)  

detailed description (2)  
description (3)  

Preparation of 

assignments and 

materials  

description (6)  

detailed description (4)  

description (4)  

detailed description (4)  

Information retrieval 

and processing  

description (3)  

detailed description (4)  
description (3)  

Enhancing work 

efficiency  

description (8)  

detailed description (3)  

detailed description (3)  

description (1)  

Enhancing 

student learning  

Promoting student 

learning  

description (1)  

detailed description (13)  
  

Fostering generic 

skills  

description (1)  

detailed description (4)  

description (3)  

  

Promoting equality  detailed description (5)  detailed description (1)  

Unrealised 

possibilities and 

no possibilities  

Unrealised 

possibilities  

description (1)  

detailed description (6)  
detailed description (3)  

No possibilities  description (2)  
description (1)  

detailed description (1)  

  

In terms of information retrieval and processing, there were no differences between teachers with or without AI 

training. AI was used as a “search engine” (Y7) and for “information retrieval” (Y20) as well as for “organizing 

information” (N4). In handling scientific information, AI was noted to “provide a quick overview of various 

theories” (Y55). Similarly, it was mentioned that AI “enables the processing and summarizing of large data sets 
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quite well” (Y35). Perspectives on work efficiency were mostly highlighted by those with AI training with 

descriptions such as content generation, task checking, exam grading, and “time savings in material production 

and ideation” (Y18). Efficiency perspectives were described in various ways “for example, by creating and 

grading vocabulary tests” (Y5). Teachers with AI training noted possibilities in lesson planning more often than 

those without training like “support in designing and assessing my own courses, thereby easing my workload" 

(Y10). Likewise, those with training mentioned time-saving benefits in completing their tasks more often than 

those without training.   

 

There were differences between those with and without AI training related to the category enhancing student 

learning. Only the participants with training brought up perspectives related to student learning in teaching, often 

providing detailed descriptions, such as: “Tasks can be formulated for AI together with students, and the answers 

can be discussed and evaluated collaboratively” (Y59). Both groups emphasised the importance of teaching 

generic skills in relation to AI usage, offering detailed descriptions. The respondents highlighted the significance 

of ethical skills, such as using ‘AI as a key work-life competency ‘(Y33), alongside critical thinking skills, 

including the ability to ‘critically evaluate information’ (N3). Mostly, those with AI training presented 

possibilities, providing detailed descriptions of how AI could be utilised as a personal learning mentor to enhance 

equality, noting that it “enables equality, overcoming learning challenges, and opportunities for everyone to access 

information and learn new things” (Y32).    

 

The respondents with AI training more frequently described in detail unrealised possibilities. Some acknowledged 

the limitless potential of AI, highlighting the continuous emergence of new opportunities. However, they also 

expressed challenges in articulating concrete examples. Some attributed this to a lack of knowledge and skills: “I 

know so little about the use of AI in teaching that I can’t even answer this” (N58), or difficulties in seeing relevant 

significance for the use of AI in teaching “in an innovative way” (Y70). There were also more critical views 

among the teachers with no AI training, where AI was not seen to have any benefits in teaching, with detailed 

descriptions of it hindering teaching and the use of various assessment methods, with one respondent stating that 

“it undermines the trust between teacher and student” (N43).  

 

Discussion 

Findings in the Light of Previous Literature   

 

The aim of the study was to examine university teachers' self-efficacy beliefs, intrinsic motivation, commitment 

to utilizing AI in teaching, and views on AI ethics and possibilities for using AI in teaching, as well as how 

teaching experience and participation in AI training are connected these factors. From the quantitative analyses, 

we found insights into factors related to university teachers’ self-efficacy for using AI in teaching. This study 

highlights the importance of teacher self-efficacy for using AI in teaching and its relation to behavioural 

commitment, motivation to using AI, and participation in AI training (cf. Zee & Koomen, 2016). The findings 

showed that teachers’ intrinsic motivation and behavioural commitment were positively related to self-efficacy 

for using AI in teaching, giving support to previous findings on the associations between teacher self-efficacy, 

motivation, and behavioural commitment (Kell & Motowidlo, 2012; Klaeijsen et al., 2017; Uysal, 2023).   
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The findings indicated a strong correlation between the dimensions of AI ethics, specifically transparency and 

social good as well as safety and reliability. Teachers scored highly on both dimensions. However, the results also 

indicated that teachers’ perceptions of AI ethics were not significantly linked to any of the other explored aspects. 

Additionally, no differences in AI ethics were observed between teachers with and without AI training. The results 

highlight that teachers from diverse backgrounds emphasise the importance of ethical perspectives on AI, 

particularly the significance of safety, reliability, transparency, and social good. This is an important finding, as 

recognising ethical perspectives form the essential foundation for the educational use of AI (Holmes et al., 2022; 

Oran, 2023).  

 

Our aim was to also explore how teaching experience and participation in AI training are associated with teachers’ 

self-efficacy beliefs, intrinsic motivation, and behavioural commitment using AI. As one would expect, teachers 

who had participated in AI training reported higher self-efficacy for using AI in teaching than their peers who had 

not participated in AI training (cf. Oran, 2023). They also had significantly higher levels of intrinsic motivation 

and behavioural commitment using AI than their peers. Overall, these findings give support to the earlier 

understanding of the strong relationship between self-efficacy beliefs and training (Bruna et al., 2023; Postareff 

et al., 2007, 2008). 

 

Teaching experience, in turn, was not connected to self-efficacy for using AI in teaching, behavioural commitment 

nor intrinsic motivation to use AI. These findings differ from earlier research that has found a connection between 

teacher self-efficacy and teaching experience (Gale et al., 2021; Zee & Koomen, 2016). Teaching experience was 

not associated with behavioural commitment and intrinsic motivation to use AI either. There is evidence that 

teaching experience alone does not enhance teachers’ conceptions (Tuononen et al., 2023).  Our findings highlight 

the power of social dynamics in shaping teachers’ self-efficacy, attitudes and use of AI (Shata & Hartley, 2025). 

 

Teachers’ descriptions of their views on possibilities for using AI in teaching varied. While some teachers found 

AI beneficial for planning lessons and teaching materials, as well as for enhancing their own work efficiency 

(Chiu et al., 2023), some reported that AI does not offer any opportunities for teaching. In a similar vein, prior 

research mentions that AI can provide teachers with additional resources for planning and creating teaching 

materials (see Ghimire et al., 2024; Mah & Groß, 2024). Additionally, the results suggest that teachers with AI 

training emphasised AI as a tool to promote student learning.  

 

Interestingly, the potential for developing generic skills and advancing equality through AI was also highlighted 

primarily by those with AI training. This aligns with previous research (Celik, 2023; Nazaretsky et al., 2022) that 

suggests pedagogical training is connected to teachers’ understanding of how to use AI in education. The results 

also highlight the importance of sufficient pedagogical knowledge (Cavalcanti et al., 2021). The emphasis on 

using AI in teaching to promote equality can be viewed as a social good, highlighting an ethical perspective on 

AI's role in teaching (cf. Rasul et al., 2023). Previous studies have raised concerns about AI’s impact on the 

development of students' creative and critical thinking skills (Alwaqdani et al., 2024). In the present study, 

university teachers also highlighted the importance of teaching ethical and critical thinking skills.   

 



Lähdesmäki, Väisänen, & Hyytinen   

284 

Methodological Reflections and Limitations  

 

There are several limitations related to our study. The first limitation is that only a small number of university 

teachers participated in the study. Therefore, the generalisability of the results is somewhat limited. It is possible 

that teachers who decided to participate in our study felt more confident with AI in teaching. Nevertheless, the 

data provide insights into a very little researched topic. Additionally, the results are in line with previous teacher 

research, such as teacher self-efficacy. Second, we used a novel survey in the present study. The scales measuring 

AI ethics, intrinsic motivation, and behavioural commitment were originally designed to measure higher education 

students’ experiences of them (Ng et al., 2023). Thus, we adapted these scales to the university teacher’s 

perspective. In addition, we rewrote and contextualised the robust survey on teacher self-efficacy (Cao et al., 

2018; Lindblom-Ylänne et al., 2006; Postareff et al., 2023) for using AI in teaching perspective. Hence, this study 

is the first to report how these scales functioned among university teachers. Therefore, the survey used in this 

study should be further tested in various contexts and developed as needed. Third, a single item was used to 

measure participation in AI training. The nature and length of the training were not considered. This is an 

important issue for future research.  

 

Pedagogical Implications and Future Studies   

 

Further AI training could aim to raise university teachers’ awareness of their conceptions and motivations related 

to using AI. It is also worth pointing out that training can also enhance teachers’ pedagogical competencies and 

give examples of how to integrate AI into teaching in a pedagogically relevant way. Teachers play a key role in 

shaping students' and future academics' skills and attitudes toward AI ethics, as teachers are the initiators of the 

pedagogical use of AI (Chan, 2023, Maunula & Lähdesmäki, 2022). We agree with Popenic et al. (2023) that in 

aligning the teaching mission with the university's core educational values, it is crucial to preserve diverse forms 

of critical thinking in education, ensuring that the allure of technological advancements does not overshadow 

other essential forms of intellectual engagement. Rasul et al. (2023) emphasise that university teachers' ability to 

utilise AI, particularly generative AI, in teaching is enhanced by focusing on AI literacy, developing ethical and 

responsible usage guidelines, creating assessment methods centred on learning processes, and addressing biases. 

A conscientious teacher can also promote these skills and competencies in students, and all these factors contribute 

to fostering academic integrity, innovation, and improving students' employability in rapidly evolving job markets 

(Rasul et al., 2023).   

 

This study also highlights the need for AI guidelines for university teachers as well as integration of AI in the 

curriculum. With a variety of views on possibilities for using AI in teaching, the decision on how to address AI 

in teaching is likely to depend on the teachers’ views about AI. Without making AI a visible part of the curriculum, 

there is a risk of not paying attention to these issues. University teachers’ consensus on the importance of teaching 

AI ethics and enhancing critical thinking is likely to make agreement on learning outcomes easy.  

 

In this study, the teachers suggested that AI enhances both their own work and planning of teaching by saving 

time (cf. Alwaqdani, 2024). It is important to support the sustainable use of AI in university teachers’ work 
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ensuring that efficiency does not become an end itself but rather a means to enhance balance and enrich 

pedagogical practices. Future research should explore how teachers can effectively utilise AI applications and 

tools in teaching with an emphasis on identifying and fostering good pedagogical practices. Specifically, it is 

essential to examine how teachers understand general AI and its pedagogical applications, considering the 

associated ethical aspects. Furthermore, it is important to assess teachers' training needs related to the pedagogical 

use of AI. Such research would support the development of AI training, enabling teachers to integrate AI 

effectively and responsibly into their teaching practices. Longitudinal studies could provide deeper insights into 

the development of teacher training and perspectives on the use of AI in teaching.  

 

Conclusions  

 

This study enhances our understanding of the relationship between university teachers’ self-efficacy beliefs for 

using AI in teaching, intrinsic motivation, behavioural commitment, and teacher descriptions of opportunities for 

using AI in teaching. It also suggests that this relation varies based on participation in AI training. Another 

significant finding is that university teachers emphasise the importance of ethical perspectives on AI. Additionally, 

teachers consider that AI is beneficial for enhancing their own teaching as well as student learning. Some teachers 

also highlight that there are still unexploited opportunities with AI in the realm of higher education.    
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Appendix A. The Final Scales, Items and Cronbach’s Alphas 

 

Scales  Items  Cronbach’s 

alphas 

Intrinsic motivation  Artificial intelligence is relevant to my everyday life.  

Learning artificial intelligence is interesting.  

Learning artificial intelligence makes my everyday life more 

meaningful.  

I am interested in discovering new artificial intelligence 

technologies.  

.876 

Behavioral commitment  I will continue to use artificial intelligence in the future.  

I will keep myself updated with the latest AI technologies.  

I will spend time exploring new features of AI applications in 

the future.  

.870 

Self-efficacy for using AI in 

teaching  

I believe I can cope with teaching tasks that require artificial 

intelligence.   

I am confident that I can handle even the most difficult 

teaching situations that require artificial intelligence.  

I am confident that I have necessary pedagogical skills to use 

AI in teaching.  

I am confident that I can choose appropriate AI applications 

for teaching.  

.931 

AI ethics 

Safety and reliability  Ethical perspectives are important in the development and use 

of AI technology.  

AI systems should perform reliably and safely.  

AI systems should respect privacy.  

People should be accountable for using AI systems.  

AI systems should meet ethical and legal standards.  

.805 

Transparency and   

social good  

AI systems should minimize data bias (e.g., gender, 

ethnicity).  

AI systems should benefit everyone.  

AI systems should be transparent and understandable.  

Users should be made aware of the purpose of the AI systems, 

how those work and what limitations may be expected.  

The use of AI should aim to achieve common good (e.g., 

environmental & poverty issues).  

.816 

 


